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Question Bank 

MULTIPLE CHOICE QUESTIONS 

Q. Select the correct alternative for each of the following.  

1. A zero vector is always ______. 

 i) linearly dependent    ii) linearly independent 

 iii) member of any basis   iv) none of these 

2. The number of vectors in any basis of a vector space 𝑉 is called ________ of 𝑉. 

 i) rank   ii) nullity  iii) order  iv) dimension  

3. If 𝑇: 𝑈 → 𝑉 is a linear transformation such that dim 𝑈 = 4 and nullity 𝑇 = 2 then rank of 𝑇 is 

______. 

 i)    1   ii)     2   iii)      0  iv)   4 

4. If 𝑇: 𝑅2 → 𝑅2 and 𝑆: 𝑅2 → 𝑅3 defined by 𝑇(𝑥, 𝑦) = (𝑦, 𝑥) and 𝑆(𝑥, 𝑦) = (𝑥 + 𝑦, 𝑥 − 𝑦, 𝑦) 

then 𝑆𝑇(𝑥, 𝑦) = _______. 

 i)  (𝑦 + 𝑥, 𝑦 − 𝑥, 𝑥)   ii) (𝑥 − 𝑦, 𝑥 + 𝑦, 𝑥) 

 iii)  (𝑥 − 𝑦, 𝑥 + 𝑦, 𝑦)   iv) (𝑦 + 2𝑥, 𝑦 − 𝑥, 𝑥) 

5. If 𝑢 = (4, −3, −2, 1) then norm of 𝑢 with respect to Euclidean inner product in ℝ4 is _____. 

 i)     30   ii)     26   iii)     √30   iv)   √26 

6. If 𝑉 is an inner product space and 𝑢, 𝑣 ∈ 𝑉 such that 𝑢 is orthogonal to 𝑣 then _____. 

 i) ‖𝑢 + 𝑣‖2 = 0   ii) ‖𝑢 + 𝑣‖2 = ‖𝑢‖2 + ‖𝑣‖2   

 iii) ‖𝑢 + 𝑣‖2 ≤ ‖𝑢‖2 − ‖𝑣‖2  iv) ‖𝑢 + 𝑣‖2 ≥ ‖𝑢‖2 + ‖𝑣‖2 

7. If 𝐴 = (
 1   0 
 0 −1 

) then the characteristic polynomial of 𝐴 is ___________. 

 i)   𝑥2 + 1  ii)  𝑥2 + 2𝑥 + 1  iii) 𝑥2 + 𝑥   iv)  𝑥2 − 1 

8. If 𝜆 = 1
2⁄  is an eigen value of an invertible operator 𝑇 then eigen value of 𝑇−1 is  ______. 

 i)  −2   ii)    1 2⁄   iii)     2   +iv) − 1
2⁄  

9. If 𝑊 is a subspace of 𝑉 then 𝐿(𝑊) = ________. 

 i)     𝑊      ii)    𝑉 

 iii)   {0}     iv)   𝜙 



10. If dim 𝑉 = 𝑛 and 𝑆 = {𝑣1, 𝑣2, … , 𝑣𝑛} spans 𝑉 then 𝑆 is ________ of 𝑉. 

 i) a subspace    ii) a basis  

 iii) a linearly dependent subset iv) the smallest subspace  

11. A linear transformation 𝑇 ∶ 𝑉 → 𝑊  is non singular if ________________. 

 i)    𝑇 is not one- one   ii)     𝑇 is not onto   

 iii)      Ker 𝑇 = {0}    iv)   Range 𝑇 = {0} 

12. If 𝑇 is a linear operator on 𝑅2
 defined by 𝑇(𝑥1 , 𝑥2) = (0 , 0) then rank of 𝑇 =  ______.  

 i)     3     ii)   0 

 iii)   2     iv)   1 

13. In an inner product space 𝑉, for any 𝑢, 𝑣 ∈ 𝑉, |(𝑢, 𝑣)| ≤  __________. 

 i)     ‖𝑢‖ + ‖𝑣‖    ii)      ‖𝑢‖2 .  ‖𝑣‖2 

 iii)     ‖𝑢‖ − ‖𝑣‖    iv)     ‖𝑢‖. ‖𝑣‖ 

14. A set {𝑢1, 𝑢2, … , 𝑢𝑛} of vectors in an Inner product space 𝑉 is said to be orthogonal if _____. 

 i)     (𝑢𝑖 , 𝑢𝑗) = 0 for all 𝑖 ≠ 𝑗 ii)    (𝑢𝑖 , 𝑢𝑗) ≠ 0 for all 𝑖 ≠ 𝑗  

 iii)    (𝑢𝑖, 𝑢𝑖) = 0 for all 𝑖  iv)    (𝑢𝑖, 𝑢𝑖) = 1 for all 𝑖 

15. The eigen values of the matrix [
−5 6 4
0 2 3
0 0 1

] are ___________. 

 i)   1, 2, 3  ii) -5, 2, 0  iii)  3, 4, 6  iv)  -5, 2, 1 

16. If 𝑇(1, 1) = (2, 2) then  _____________ is an eigen value of 𝑇. 

 i)  0   ii)  1     iii)  2   iv)  3   

17. Which of the following set is a linearly independent subset of  ℝ3(ℝ)? 

 i)   {(1, 0, 0), (2, 2, 0), (1, 1, 0)}  ii)  {(1, 0, 0), (1, 1, 1), (0, 0, 0)} 

 iii)   {(1, 0, 0), (0, 1,0), (0, 0, 1)} iv)  {(1, 0, 0), (2, 1, 0), (1, 1, 0)} 

18. Let  {𝑢, 𝑣, 𝑤} be a linearly independent set in a vector space. Then which of the following is 

correct? 

 i)  𝑢 is a linear combination of  𝑣 and  𝑤. 

 ii)  {𝑢,  𝑣,  𝑢 + 𝑣} is linearly independent. 

 iii)  𝑎𝑢 + 𝑏𝑣 + 𝑐𝑤 = 0 for some nonzero scalars  𝑎,  𝑏 and  𝑐. 

 iv)  {𝑢,  𝑢 + 𝑣,  𝑢 + 𝑣 + 𝑤} is linearly independent. 

 

 



19. Let  𝑇: ℝ2 ⟶ ℝ2 be a linear transformation and  {𝑒1 = (1, 0), 𝑒2 = (0, 1)} be the standard 

basis of  ℝ2. If  𝑇(𝑒1) = (2, 1) and  𝑇(𝑒2) = (1, 3) then  𝑇(𝑥, 𝑦) = ________ 

 i)  (2𝑥 + 𝑦, 𝑥) ii)  (2𝑥 ,   3𝑦) 

 iii)  (2𝑥 + 𝑦, 𝑥 + 3𝑦) iv)  (𝑥 + 𝑦, 𝑥 − 𝑦) 

20. Let  𝑇 be a linear operator on  ℝ3, defined by  

 𝑇(𝑥, 𝑦, 𝑧) = (𝑥 + 𝑧,   𝑥 + 𝑦 + 2𝑧,   2𝑥 + 𝑦 + 3𝑧) 

Then _______ 

 i)  (3, 3, −3) ∈ Ker 𝑇 ii)  (1, 2, 3) ∈ Ker 𝑇 

 iii) Ker 𝑇 is the empty set iv)  Ker 𝑇 = {0} 

21. Let  𝑉 be the inner product space of real polynomials of degree at most 2 with respect to the  

inner product defined by  

〈𝑓,   𝑔〉 = ∫ 𝑓(𝑥) . 𝑔(𝑥) 𝑑𝑥
1

0

 

If  𝑓(𝑥) = 2𝑥 and  𝑔(𝑥) = 𝑥2, then 〈𝑓, 𝑔〉 = ________ 

  i)  1    ii)  −1    iii)  2    iv)    
1

2
   

22. If  {𝑤1, 𝑤2, … … , 𝑤𝑛} is an orthonormal set in an inner product space 𝑉, then 

∑|〈𝑤𝑖 , 𝑣〉|2

𝑛

𝑖=1

≤ ‖𝑣‖2  for all 𝑣 ∈ 𝑉 

This property is known as _______ 

 i) Sylvester’s law ii) Cauchy – Schwarz inequality 

 iii) Triangle inequality iv) Bessel’s inequality  

23. If one Eigen value of the matrix  [
 4   2 

 3 −1 
] is 5 then the second is ________ 

  i)    2     ii)    – 2     iii)     – 1    iv)   – 5  

24 Two matrices  𝐴, 𝐵 are said to be similar matrices if there exists a non-singular matrix  𝑃 such 

that _______ 

  i)  𝐵 = 𝑃−1𝐴𝑃   ii)    𝐵 = 𝑃−1𝑃𝐴  iii)    𝐴 = 𝐵   iv)   𝐴𝐵 = 𝑃𝐴 

 

25. Let  𝑆 = {(−1, 0, 1), (2, 1, 4)}. The value of  𝑘 for which the vector  (3𝑘 + 2, 3, 10) belongs 

to the linear span of  𝑆 is ……… 

  i)    2      ii)   – 2     iii)   8   iv)   3 

 

 



26. Which of the following is incorrect? 

  i) A basis of a vector space is a maximal linearly independent set. 

  ii) A minimal generating subset of a vector space  𝑉 is a basis for  𝑉. 

  iii) Any two bases of a F. D. V. S. have same number of vectors. 

  iv) If  dim 𝑉 = 𝑛, then any 𝑛 + 1 vectors in  𝑉 are linearly independent. 

27. Let  𝑇: 𝑉 ⟶ 𝑊 be a linear transformation and dim Range 𝑇 = 3 and dim 𝑉 = 8. Then Nullity 

of  𝑇 = _______ 

  i)    5    ii)   11    iii)   24    iv)   3 

28. If  𝑇: ℝ2 → ℝ2 defined by  𝑇(𝑥, 𝑦) = (𝑥 + 𝑦, 𝑥) is an invertible linear transformation, then 

 𝑇−1(𝑎, 𝑏) = _____ 

  i)    (𝑎, 𝑎 − 𝑏)  ii)     (𝑎, 𝑎 + 𝑏)   iii)     (𝑏, 𝑎 + 𝑏)  iv)     (𝑏, 𝑎 − 𝑏) 

 

29. If  𝑉 is an Inner product space and 𝑥, 𝑦 ∈ 𝑉 then   ‖𝑥 + 𝑦‖2 + ‖𝑥 − 𝑦‖2 =  _____________. 

  i) 2(‖𝑥‖2 − ‖𝑦‖2)  ii)  ‖𝑥‖2 + ‖𝑦‖2  iii)  2(‖𝑥‖2 + ‖𝑦‖2)  iv) ‖𝑥‖2 − ‖𝑦‖2 

30. The norm of vector 𝑢 =  ( 1, –  2, 5) with respect to Euclidean inner product is _________ 

  i) √30      ii) √22      iii) 2 √5        iv)  6√5 

 

31. Let  𝑐 be an eigen value of a linear operator  𝑇 on  𝑉. Then the set  {𝑣 ∈ 𝑉 | 𝑇(𝑣) = 𝑐𝑣} is 

called ______ of  𝑇. 

  i) eigen space     ii) null space   

  iii) range     iv) kernel 

32. The characteristic polynomial of the matrix  [
 1 4 

 3 2 
] is _______ 

  i)    𝑥2 − 2𝑥 + 3    ii)   𝑥2 + 3𝑥 − 10 

  iii)   𝑥2 − 3𝑥     iv)   𝑥2 − 3𝑥 − 10 

33. If 𝛼1𝑣1 + 𝛼2𝑣2 +  … + 𝛼𝑛𝑣𝑛 = 0 ,where 𝑣1, 𝑣2, … , 𝑣𝑛 are linearly independent vectors in a 

vector space 𝑉(𝐹), then ________. 

 i)     𝛼𝑖 = 0 for all 𝑖 = 1,2, … , 𝑛 ii)    𝛼𝑖 ≠ 0 for all 𝑖 = 1,2, … , 𝑛   

 iii)   𝛼𝑖 = 0 for exactly one 𝑖   iv)   𝛼𝑖 ≠ 0 for at least one 𝑖 

34. The set 𝑆 = {(2, 4), (−1, 3), (6, −7)} of vectors in 𝑅2 is ________ . 

 i) a linearly independent subset  ii) a basis of 𝑅3  

 iii) a linearly dependent subset iv) an orthogonal set 

 



35. The identity transformation 𝐼: 𝑉 → 𝑉 defined by 𝐼(𝑣) = 𝑣, ∀𝑣 ∈ 𝑉 then Kernel of 𝐼 =   

_______. 

 i)       𝑉     ii)     {0}    

 iii)    the empty set     iv)   None of these  

36. If 𝑇: 𝑉 → 𝑊 and 𝑆: 𝑊 → 𝑈 are two linear transformations such that𝑆𝑇 is onto then  ______.  

 i)     𝑆 is onto    ii)   𝑇 is one – one  

 iii)   𝑆 is one – one     iv)   𝑇 is onto 

37. If 𝑢 = (−1, 1, 2) and 𝑣 = (2, 1, 0) then ‖𝑢 + 𝑣‖ = __________. 

 i)      √13     ii)     13   

 iii)     √3     iv)   3 

38. For all 𝑢, 𝑣 in an inner product space 𝑉, the inequality ‖𝑢 + 𝑣‖ ≤ ‖𝑢‖ + ‖𝑣‖ is called 

_________ inequality. 

 i)      Cauchy - Schwarz   ii)    Minkowski  

 iii)    Cauchy    iv)   Triangle  

39. The characteristic polynomial of the matrix [
 0 𝑖 
 𝑖 0 

] is ___________. 

 i)       𝑥2    ii)   𝑥2 + 1  

       iii)    𝑥2 − 1    iv)  (𝑥 − 1)2    

40. The constant term of the characteristic polynomial of a square matrix  𝐴 is _______. 

 i)     1     ii)  0     

  iii)  trace of 𝐴    iv)  (−1)𝑛 det 𝐴 

 

-----------------------------------------------------*@*----------------------------------------------------- 

 

 

 

 

 

 

 

 

 



8 Marks Questions 

1. Define a subspace of a vector space. Prove that a non-empty subset 𝑊 of a vector space 𝑉(𝐹) 

is a subspace of 𝑉 if and only if 𝛼𝑥 + 𝛽𝑦 ∈ 𝑊 for 𝛼, 𝛽 ∈ 𝐹 and 𝑥, 𝑦 ∈ 𝑊. 

2. Let 𝑉 and 𝑊 be two vector spaces over 𝐹. Let {𝑣1, 𝑣2, … , 𝑣𝑛} be a basis of 𝑉 and 

𝑤1, 𝑤2, … , 𝑤𝑛 be any vectors in 𝑊. Then prove that there exists a unique linear 

trasnsformation  𝑇: 𝑉 → 𝑊 such that  𝑇(𝑣𝑖) = 𝑤𝑖 , 𝑖 = 1, 2, … , 𝑛. 

3. Define an inner product space. If 𝑉 is an inner product space then prove that 

(i) ‖𝑢 + 𝑣‖ ≤ ‖𝑢‖ + ‖𝑣‖ and  

(ii) ‖𝑢 + 𝑣‖2 + ‖𝑢 − 𝑣‖2 = 2(‖𝑢‖2 + ‖𝑣‖2) for all 𝑢, 𝑣 ∈ 𝑉. 

4. Define a subspace of a vector space. Prove that a necessary and sufficient condition for a non-

empty subset 𝑊 of a vector space 𝑉(𝐹) to be a subspace of 𝑉 is that 𝑊 is closed under addition 

and scalar multiplication. 

5. State and prove rank – nullity theorem. 

6. Let 𝑉 be a non-trivial inner product space of dimension  𝑛. Prove that 𝑉 has an orthonormal 

basis.  

7. Let 𝑉 be a vector space and 𝑆 be a non-empty subset of 𝑉. Prove that the linear span 𝐿(𝑆) is 

the smallest subspace of 𝑉 containing 𝑆.  

8. Let 𝑉 be an inner product space. Then prove that |(𝑢, 𝑣)| ≤  ‖𝑢‖. ‖𝑣‖ for all 𝑢, 𝑣 ∈ 𝑉.  

9. Let  𝑇: 𝑉 → 𝑈 be a linear transformation then prove that  

𝑉

𝐾𝑒𝑟 𝑇
≅ 𝑅𝑎𝑛𝑔𝑒 𝑇 = 𝑇(𝑉) 

10. If  𝑉 is a F.D.V.S. and  {𝑣1,  𝑣2,  𝑣3, . . .  , 𝑣𝑟} is a Linearly independent subset of  𝑉, then show 

that it can be extended to form a basis of  𝑉. 

11. If  𝐴 and  𝐵 are two subspaces of a vector space  𝑉(𝐹), then  

𝐴 + 𝐵

𝐴
≅

𝐵

𝐴 ∩ 𝐵
 

12. Find eigen values and eigen vectors of the matrix [
2 1 1
0 2 4
0 0 2

]. 

13. If  {𝑤1, 𝑤2, … … , 𝑤𝑛} is an orthonormal set in an inner product space 𝑉, then prove that  

∑|〈𝑤𝑖 , 𝑣〉|2

𝑛

𝑖=1

≤ ‖𝑣‖2  for all 𝑣 ∈ 𝑉 

 



14. Prove that a Linear transformation  𝑇 ∶ 𝑉 → 𝑊 is non-singular if and only if  𝑇 carries each 

Linearly independent subset of 𝑉 onto a Linearly independent subset of 𝑊. 

15. Let  𝑆 be a finite subset of a vector space  𝑉 such that  𝑉 = 𝐿(𝑆) then prove that there exists 

a subset of  𝑆 which forms a basis of  𝑉. 

 

-----------------------------------------------------*@*---------------------------------------------------- 

 

4 Marks Questions 

1. Determine whether the vectors (1, 0, 1), (1, 1, 0), (−1, 0, 1) are linearly dependent or 

linearly independent. 

2. Define the kernel of a homomorphism. Prove that the kernel of a homomorphism 𝑇: 𝑉 → 𝑈 

is a subspace of 𝑉.  

3. Show that the linear operator 𝑇 on 𝑅3 defined by  𝑇(𝑥, 𝑦, 𝑧) = (𝑥 + 𝑦, 𝑦 + 𝑧, 𝑥 + 𝑦 + 𝑧) is 

invertible and find its inverse. 

4. If 𝑆 is an orthogonal set of non-zero vectors in an inner product space 𝑉 then prove that 𝑆 is 

a linearly independent set. 

5. Obtain an orthonormal basis with respect to the standard inner product for 𝑅3 generated by 

(1, 0, 0), (1, 1, 1) and (1, 2, 3).  

6. Find eigen values of the matrix [
2 1 1
2 3 4

−1 −1 −2
].    

7. If 𝑇: 𝑉 → 𝑈 is a linear transformation then prove that Ker 𝑇 = {0} if and only if 𝑇 is one – 

one. 

8. Show that intersection of two subspaces of a vector space 𝑉 is a subspace of 𝑉.  

9. Find the rank and nullity of the linear transformation  𝑇: 𝑅2 → 𝑅3 defined by 𝑇(𝑥, 𝑦) =

(𝑥, 𝑥 + 𝑦, 𝑦). 

10. Let 𝑉 be an inner product space. Then prove that  ‖𝑥 + 𝑦‖ ≤  ‖𝑥‖ + ‖𝑦‖ , for all  𝑥, 𝑦 ∈ 𝑉. 

11. Show that the vectors (1, −2, 3), (5, 6, −1) and (3, 2, 1) are linearly dependent in 𝑅3.  

12. If 𝑐 ≠ 0 is an eigen value of an invertible operator 𝑇 then prove that 𝑐−1 is an eigen value of 

𝑇−1. 

13. If 𝑇: 𝑅3 → 𝑅3 is defined as 𝑇(𝑥, 𝑦, 𝑧) = (𝑥, 𝑥 + 𝑦, 𝑥 + 𝑦 + 𝑧), then show that 𝑇 is a linear 

transformation.  

14. Show that the vectors (1, 0, 1), (0, 1, 1), (1, 1, 1) are linearly independent in 𝑅3.  



15. Define the Range of a linear transformation. Prove that the Range of a linear transformation 

𝑇: 𝑉 → 𝑈 is a subspace of 𝑈. 

16. Let 𝑇 be a linear operator on a finite dimensional vector space 𝑉 over 𝐹. Then prove that 

𝑐 ∈ 𝐹 is an eigen value of 𝑇 if and only if 𝑇 − 𝑐𝐼 is singular. 

17. Obtain an orthonormal basis with respect to the standard inner product for the subspace of 

𝑅4 generated by (1, 0, 2, 0), (1, 2, 3, 1).  

18. Find eigen values of the matrix [
2 1 1
0 2 4
0 0 2

]. 

19. Show that the sum of two subspaces of a vector space 𝑉(𝐹) is a subspace of 𝑉.  

20. If 𝑇: 𝑉 → 𝑈 is a homomorphism, then show that  

  (i)  𝑇(0) = 0     (ii)  𝑇(−𝑥) = −𝑇(𝑥) 

21. Determine whether or not  𝑊 = {(𝑎, 𝑏, 𝑐) ∈ ℝ3: 𝑏 = 𝑎2} is a subspace of  ℝ3.  

22.  If dim 𝑉 = 𝑛, then show that any  𝑛 + 1 vectors in  𝑉 are linearly dependent.  

23. Let 𝑉 be an inner product space. Then prove that for all  𝑥, 𝑦 ∈ 𝑉,  

 ‖𝑥 + 𝑦‖2 + ‖𝑥 − 𝑦‖2 =  2 (‖𝑥‖2 + ‖𝑦‖2)  

24. Let  𝑇 be a linear operator on a vector space  𝑉. Define of Eigen space of 𝑇 associated with 

Eigen value 𝑐. Show that the Eigen space is a subspace of  𝑉.   

25. If  𝑆1 and 𝑆2 are subsets of a vector space  𝑉, then show that 𝐿(𝑆1 ∪ 𝑆2) = 𝐿(𝑆1) + 𝐿(𝑆2).  

26. Determine whether or not  𝐹: ℝ3 → ℝ2 defined by  𝐹(𝑥, 𝑦, 𝑧) = (|𝑥| , 𝑦 + 𝑧) is a linear 

transformation. 

27. Let  𝑇 ∶ 𝑉 → 𝑊 and  𝑆 ∶ 𝑊 → 𝑈 be two linear transformations. If  𝑆𝑇 is one – one then 

prove that  𝑇 is one-one.  

28. If  𝑇 ∶ 𝑉 → 𝑉 be a linear transformation, then prove that the following statements are 

equivalent:  

(i) 𝑅𝑎𝑛𝑔𝑒 𝑇 ∩  𝐾𝑒𝑟 𝑇 = {0}   

(ii) If  𝑇(𝑇(𝑣)) = 0 then  𝑇(𝑣) = 0,  𝑣 ∈ 𝑉. 

29. Let 𝑢 = (−2, −1, 4, 5) , 𝑣 = (3, 1, −5, 7) , 𝑤 = (−6, 2, 1, 1) in Euclidean inner 

product space  ℝ4. Find (a)  ‖4𝑢 − 2𝑣 + 𝑤‖ and (b)  ‖‖𝑢 − 𝑣‖ 𝑤 ‖.   

30. Let  𝑃2 be the inner product space of polynomials of degree at most 2 with respect to the 

inner product defined as: 

(𝑝,   𝑞) = ∫ 𝑝(𝑥) 𝑞(𝑥) dx
1

−1

   ∀ 𝑝, 𝑞 ∈ 𝑃2 

Show that  𝑝 = 𝑥 and  𝑞 = 𝑥2 are orthogonal in  𝑃2. Find  ‖𝑝 + 𝑞‖2.  


